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Motivation

Uncertainties on Parton Distribution Functions (PDFs) are often the limiting factor 
in precision Standard Model studies and New Physics searches

Experimental push

Parton Distributions and LHC phenomenology
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1) PDFs fundamental limit for Higgs boson 
characterization in terms of couplings

Juan Rojo                                                                                                                      Experimental Seminar, SLAC, 07/04/2015

Solid: no TH unc!
Hatched: with TH unc

Accurate and reliable PDFs are crucial

for exploiting the full potential of LHC  
experiments

Parton Distributions and LHC phenomenology
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2) Very large PDF uncertainties (>100%) for BSM heavy particle production

NLO+NLL calculations by Kulesza et al, NLL-fast collaboration

KNLO+NLL = (NLO+NLL)/NLO

Squark Pair Production Gluino Pair Production

Juan Rojo                                                                                                                      IPPP Seminar, Durham, 11/06/2015

PDF uncertainties are a crucial 
input at the LHC, often being 
the limiting factor in the 
accuracy of theoretical 
predictions, both SM and BSM

J. Campbell, ICHEP 2012 

PDFs: why bother?

1

G. Watt, 2012

PDF uncertainty of each PDF set
Value of αS(MZ)
Combination of different PDF sets



Motivation

Impressive progress in computation of higher order corrections (QCD & EW)

Theoretical push

Top pair at NNLO                                                                              Alexander Mitov                                                                             Cannes, 26 Sep 2014 

Czakon, Fiedler, Mitov, super preliminary 
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FIG. 3: The gluon fusion cross-section at all perturbative or-
ders through N3LO in the scale interval [mH

4 ,mH ] as a func-

tion of the center-of-mass energy
p
S.

top-quark is infinitely heavy and can be integrated out,
see eq. (2). Moreover, we assumed that all other quarks
have a zero Yukawa coupling. Finite quark mass e↵ects
are important, but it is su�cient that they are inlcuded
through NLO or NNLO. Indeed, finite quark-mass e↵ects
have been computed fully through NLO in QCD [30],
while subleading top-quark mass corrections have been
computed at NNLO systematically as an expansion in
the inverse top-quark mass [34]. In these references it
was observed that through NLO finite quark mass ef-
fects amount to about 8% of the K-factor. At NNLO,
the known 1

m
top

corrections a↵ect the cross-section at

the ⇠ 1% level. A potentially significant contribution
at NNLO which has not yet been computed in the lit-
erature originates from diagrams with both a top and
bottom quark Yukawa coupling. Assuming a similar per-
turbative pattern as for top-quark only diagrams in the
e↵ective theory, eq. (2), higher-order e↵ects could be of
the order of 2%. We thus conclude that the computation
of the top-bottom interference through NNLO is highly
desired in the near future.
Finally, the computation of the hadronic cross-section

relies crucially on the knowledge of the strong coupling
constant and the parton densities. After our calculation,
the uncertainty coming from these quantities has become
dominant. Further progress in the determination of par-
ton densities must be anticipated in the next few years
due to the inclusion of LHC data in the global fits and the
impressive advances in NNLO computations, improving
the theoretical accuracy of many standard candle pro-
cesses.

To conclude, we have presented in this Letter the
computation of the gluon-fusion Higgs production cross-
section through N3LO in perturbative QCD. While a
thorough study of the impact of electroweak and quark
mass e↵ects is left for future work, we expect that the re-
maining theoretical uncertainty on the inclusive Higgs
production cross-section is expected to be reduced to
roughly half, which will bring important benefits in the
study of the properties of the Higgs boson at the LHC
Run 2. Besides its direct phenomenological impact, we
believe that our result is also a major advance in our un-
derstanding of perturbative QCD, as it opens the door to
push the theoretical predictions for large classes of inclu-
sive processes to N3LO accuracy, like Drell-Yan produc-
tion, associated Higgs production and Higgs production
via bottom fusion. Moreover, on the more technical side,
our result constitutes the first independent validation of
the gluon splitting function at NNLO [14], because the
latter is required to cancel all the infrared poles in the
inclusive cross-section. In addition, we expect that the
techniques developed throughout this work are not re-
stricted to inclusive cross-sections, but it should be pos-
sible to extend them to certain classes of di↵erential dis-
tributions, like rapidity distributions for Drell-Yan and
Higgs production, thereby paving the way to a new era
of precision QCD.
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ggH at N3LO

 Recently massive development of NNLO higher-order calculations …!
 … now we even have the Higgs gluon fusion xsec at N3LO! Scale uncertainties down to 2%!!

!
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 PDF uncertainties are now dominant for a number of crucial LHC processes, and thus it is crucial to match 
the accuracy of hard-cross section calculations with that of the PDFs!

Anastasiou et al, arxiv:1503.06056

Pole approximation for mixed EW/QCD corrections 13

EW/QCD corrections in pole approximation vs POWHEG
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) naive product only appropriate for observables dominated by

resonance and insensitive to recoil

• Comparison of EW/QCD pole approximation to structure

function/shower approach to FSR in progress (Dittmaier/Huss/CS)

C. Schwinn DY theory status SM@LHC 2015

QCD/EW for DY

R. Boughezal et al, [arXiv:1504.02131]
C. Anastasiou et al, [arXiv:1503.06056]A. Mitov et al, Top2014

C. Schwinn,SM@LHC2015
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Figure 4: The transverse momentum spectrum of the W -
boson at LO, NLO and NNLO in perturbation theory. The
bands indicate the estimated theoretical error. The lower in-
set shows the ratios of the NLO over the LO cross section,
and the NNLO over the NLO cross section. The red vertical
error bars in the lower inset indicate the scale-variation error.

the NNLO cross section for a process with N final-state
jets to be written as the NLO cross section for N +1 jets
in the region TN > T cut

N , plus a contribution arising from
TN < T cut

N . The lower TN region can be obtained by
expanding out the resummation formula for this variable
to the appropriate order. The last missing ingredient
needed to obtain this expansion was the soft function,
which we have now derived [34]. We have validated our
approach in several ways: when possible the various com-
ponents have been cross-checked against known results in
the literature, the necessary cancellation of the logarith-
mic T cut

N between the phase-space regions TN > T cut
N and

TN < T cut
N has been established, and we have reproduced

known results for Higgs production in association with a
jet at NNLO. We are fully confident that the TN subtrac-
tion is a novel and powerful approach to the computation
of QCD cross sections at higher orders in perturbation
theory.
The NNLO corrections to the W+jet process indicate

a remarkably stable perturbative series ready to be used
for precision measurements at the LHC. The corrections
when going from NLO to NNLO in the strong coupling
constant decrease the cross section by approximately 3%,
and are flat as a function of the leading-jet pjetT . The
residual scale variation is reduced from ±20% at NLO
to the percent-level at NNLO. We will further study the
phenomenological impact of our NNLO result in future
work, including the prediction for the exclusive one-jet
bin, where an intricate interplay between various sources
of higher-order corrections was recently pointed out [45].
We believe that the jettiness-subtraction technique in-

troduced here represents a watershed moment in the field

of higher-order calculations. For the first time a com-
pletely general subtraction scheme valid for any number
of final-state jets has been introduced that is based on a
factorization theorem which extends to all orders in per-
turbation theory and is straightforward to implement in
existing frameworks for NLO calculations. We anticipate
that the W+jet process presented here is only the first
of many results obtained with this novel technique.
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Basics of PDF determinations



LHC events
An experimentalist view



LHC events
A theorist view

LHC collisions in a nutshell

Drawing by K. Hamilton
Juan Rojo                                                                                                                      Experimental Seminar, SLAC, 07/04/2015



LHC collisions in a nutshell

Drawing by K. Hamilton
Juan Rojo                                                                                                                      Experimental Seminar, SLAC, 07/04/2015

LHC events
A theorist view

Initial State 
Parton Distribution 

Functions (PDFs)



Parton Distribution Functions at the LHC
A phenomenologist view



Parton Distribution Functions at the LHC
A PDF fitter view
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Parton Distribution Functions

Consider a process with one hadron in the initial state (Deep Inelastic Scattering) 
 
 
 
 
 
 
 
 
 
 

The cross-section can be written as (Factorization Theorem)

Collinear Factorization 

dσ = dξ
ξ0

1

∫
a
∑ Da (x,µ2 )dσ̂ a

x
ξ

, ŝ
µ2 ,α s (µ

2 )
⎛
⎝⎜

⎞
⎠⎟

+ O 1
Q p

⎛
⎝⎜

⎞
⎠⎟

Partonic Cross Section 

Parton Distribution Function



Parton Distribution Functions

Parton Distribution Functions are non-perturbative objects and their numerical 
value at a given x and Q2 cannot be computed in perturbative QCD (Lattice?)


… but their scale dependence is described by evolution equations (DGLAP) 
 
 
 
 

… where the splitting functions (Pij) can be computed in QCD perturbation 
theory and are known up to NNLO 
 

Moreover, Parton Distributions Functions are universal: determine them from 
lepton-hadron scttaring, use them for predictions in hadron-hadron collisions

DGLAP Evolution

∂qi (x,µ2 )
∂lnµ2 = α s (µ

2 )
2π

Pqq (x)⊗ qi (x,µ2 )⎡⎣ ⎤⎦ + α s (µ
2 )

2π
Pqg ⊗ g(x,µ2 )⎡⎣ ⎤⎦

∂g(x,µ2 )
∂lnµ2 = α s (µ

2 )
2π

Pgq (x)⊗ qi (x,µ2 )+ qi (x,µ2 )( )
i
∑⎡

⎣⎢
⎤
⎦⎥
+ α s (µ

2 )
2π

Pgg ⊗ g(x,µ2 )⎡⎣ ⎤⎦

[LO - Dokshitzer; Gribov, Lipatov; Altarelli, Parisi (1977)]

[NLO - Floratos, Ross, Sachrajda; Gonzalez-Arroyo, Lopez, Yndurain; Curci, Furmanski, Petronzio (1981)]


[NNLO - Moch, Vermaseren, Vogt (2004)]



Parton Distribution Functions

Parton Distribution Functions are non-perturbative objects and their numerical 
value at a given 

… but their scale dependence is described by evolution equations (DGLAP) 
 
 
 
 
 

… where the splitting functions (P
theory and are known up to NNLO

DGLAP Evolution

∂qi (x,µ2 )
∂lnµ2 = α s (µ

2 )
2π

Pqq (x)⊗ qi (x,µ2 )⎡⎣ ⎤⎦ + α s (µ
2 )

2π
Pqg ⊗ g(x,µ2 )⎡⎣ ⎤⎦

∂g(x,µ2 )
∂lnµ2 = α s (µ

2 )
2π

Pgq (x)⊗ qi (x,µ2 )+ qi (x,µ2 )( )
i
∑⎡

⎣⎢
⎤
⎦⎥
+ α s (µ

2 )
2π

Pgg ⊗ g(x,µ2 )⎡⎣ ⎤⎦

[LO 
[NLO - Floratos, Ross, Sachrajda; Gonzalez-Arroyo, Lopez, Yndurain; Curci, Furmanski, Petronzio (1981)]


[NNLO

Physicists who predicted the structure of the proton to be awarded the prestigious EPS 
High Energy Physics prize 

The 2015 High Energy and Particle Physics Prize of the European Physical Society has been 
awarded jointly to five theoretical physicists: James D. Bjorken (SLAC National Accelerator 
Laboratory, Stanford, USA) “for his prediction of scaling behaviour in the structure of the 
proton that led to a new understanding of the strong interaction” and to Guido Altarelli 
(University of Roma Tre, Rome, Italy and CERN, Geneva, Switzerland), Yuri Dokshitzer 
(Laboratory of Theoretical and High Energy Physics, Paris, France and St. Petersburg 
Nuclear Physics Institute, Gatchina, Russia), Lev N. Lipatov (National Research Center 
"Kurchatov Institute", Petersburg Nuclear Physics Institute, Gatchina, Russia) and Giorgio 
Parisi (University of Rome, La Sapienza, Rome, Italy) “for developing a probabilistic field 
theory framework for the dynamics of quarks and gluons, enabling a quantitative understanding 
of high-energy collisions involving hadrons”.  

The award ceremony will take place at the EPS-HEP 2015 conference in Vienna (http://eps-
hep2015.eu/) on 27 July.  

In the quest for understanding the deep structure of matter, it was clear by the end of 1950s that 
the nucleus consists of smaller constituents, protons and neutrons, called nucleons. It was also 
proposed that these particles were in fact composite, and made of smaller particles called quarks. 
However, physicists had no idea of how to observe these smaller pieces, nor did they have a 
theory that could consistently describe their dynamical properties. In 1968, J.D. Bjorken 
investigated the mathematical properties of the scattering of highly energetic electrons off 
protons, the so-called deep-inelastic scattering, in the hypothetical limit when the protons have 
infinite momentum. He found that the structure of the proton should then be independent of the 
energy transferred from the electron, as the quantity that determines the resolution scale. This 
property, called scaling behaviour of the proton structure, led him to propose that the scattering 
of the electron occurs on point-like constituents of the proton, dubbed partons. His findings were 
soon confirmed experimentally, and the partons coincided with the quarks postulated earlier. 
These developments eventually led to the construction of a quantum field theory of the strong 
interaction: quantum chromo-dynamics (QCD). 

The resulting parton model introduces probabilistic momentum distributions for partons (duly 
identified as quarks and the gluons that bind them) inside the proton. Collisions involving 
energetic protons are described by elementary collision processes with partons in the initial 
state. A consistent formulation of this parton-model picture in the context of QCD perturbation 
theory was achieved in 1977 by G. Altarelli and G. Parisi, as well as independently by Y. 
Dokshitzer who built on earlier work of V.N. Gribov and L.N. Lipatov. Although physicists are 
still not able to compute the momentum distributions in the proton, the equations derived in 
1977, called DGLAP evolution equations, describe the QCD-induced variation of parton 
momentum distributions with the resolution scale. Furthermore, they provide a physical 
explanation of logarithmic deviations from Bjorken scaling in terms of parton radiation prior to 
their violent interaction. The QCD-improved parton model is a very successful framework that 
has been validated experimentally to high precision on a multitude of experimental 
measurements. At present it forms the basis of precise quantitative predictions of cross sections 
for scattering processes at hadron colliders. As such it is a cornerstone of the interpretation of all 
measurements at the Large Hadron Collider, including not only processes with already known 
particles in the final state but also searches for new particles, such as the Higgs boson 
discovered in 2012. 

HEP-EPS Prize 2015
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PDF determinations at the dawn of LHC Run II
State of the art, April 2015

Dataset Pert. 
Order

HQ 
Treatment α Param. Uncert.

ABM12 
[arXiv:1310.3059]

DIS

Drell-Yan
 NLO


NNLO
FFN


(BMSN)
Fit


(multiple values 
available)

6 indep. PDFs

Polynomial

(25 param.)

Hessian

(Δ

CT14 
[preliminary] Global

LO

NLO


NNLO
GM-VFNS

(S-ACOT)

External

(multiple values 

available)

6 indep. PDFs

Polynomial

(27 param.)

Hessian

Tolerance

HERAPDF2.0 
[preliminary]

DIS  
(HERA I+II)

NLO

NNLO

GM-VFNS

(TR)

External

(multiple values 

available)

5 indep. PDFs

Polynomial

(14 param.)

Hessian

(Δ

MMHT14 
[arXiv:1410.3989] Global

LO

NLO


NNLO
GM-VFNS


(TR)
Fit


(multiple values 
available)

7 indep. PDFs

Polynomial

(37 param.)

Hessian

Dyn. Tolerance

NNPDF3.0 
[arXiv:1410.8849] Global

LO

NLO


NNLO
GM-VFNS

(FONLL)

External

(multiple values 

available)

7 indep. PDFs

Neural Nets

(259 param.)

Monte Carlo

[LHAPDF v6.1.5 - http://lhapdf.hepforge.org/]

http://lhapdf.hepforge.org/%5D


NNPDF Methodology Interlude 
R. D. Ball, V. Bertone, S. Carrazza, C. S. Deans, L. Del Debbio, S. Forte,  

P. Groth-Merrild, N. P. Hartland, Z. Kassabov, J. I. Latorre, J. Rojo, M. Ubiali & AG 



NNPDF Methodology
... in a Nutshell

Generate Nrep Monte Carlo replicas of the experimental data, taking into 
account all experimental correlations


Fit a set of Parton Distribution Functions, parametrized at the initial scale 
using Neural Networks, to each replica


Expectation values for observables are then given by 
 
 
 
 

.... and corresponding formulae for the estimators of Monte Carlo samples are 
used to compute uncertainties, correlations, etc.

Reweighting (NN)PDFs
Assessing the impact of new data on PDF fits

[R. D. Ball et al., arXiv:1012.0836]

[R. D. Ball et al., arXiv:1108.1758]

The Nrep replicas of a NNPDF fit give the probability density in the
space of PDFs

Expectation values for observables computed as

hF [fi(x , Q2)]i =
1

Nrep

NrepX

k=1

F
⇣

f (net)(k)
i (x , Q2)

⌘

(... the same is true for errors, correlations, etc.)

We can assess the impact of including new data in the fit updating
the probability density distribution without refitting.

A. Guffanti (NBIA & Discovery Center) PDFs@LHC 54 / 69



NNPDF Methodology
Main Ingredients

Monte Carlo determination of uncertainties

No need to rely on linear propagation of errors

Possibility to test the impact of non-gaussianly distributed uncertainties

Possibility to test for non-gaussian behaviour of uncertainties of fitted 
PDFs


Parametrization of PDFs using Neural Networks 
Provide an unbiased parametrization


Determine the best fit PDFs using Cross-Validation

Ensures proper fitting, avoiding overlearning



NNPDF Methodology
Monte Carlo replica generation

Monte Carlo replicas are generated according to the distribution 
 
 
 
 
where ri are (gaussianly distributed) random numbers


Validate Monte Carlo replicas against experimental data 
 
 
 
 
 

O(1000) replicas needed to reproduce correlations in experimental data to 
percent accuracy

NNPDF Methodology
Monte Carlo replicas generation

Generate artificial data according to distribution

O(art) (k)
i = (1 + r (k)

N �N)

"
O(exp)

i +

NsysX

p=1

r (k)
p �i,p + r (k)

i,s �

i
s

#

where ri are univariate (gaussianly distributed) random numbers

Validate Monte Carlo replicas against experimental data
(statistical estimators, faithful representation of errors, convergence rate
increasing Nrep)

O(1000) replicas needed to reproduce correlations to percent accuracy

A. Guffanti (NBIA & Discovery Center) NNPDF4LHC 13 / 40

NNPDF Methodology
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N �N)

"
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r (k)
p �i,p + r (k)

i,s �

i
s

#

where ri are univariate (gaussianly distributed) random numbers

Validate Monte Carlo replicas against experimental data
(statistical estimators, faithful representation of errors, convergence rate
increasing Nrep)

O(1000) replicas needed to reproduce correlations to percent accuracy

A. Guffanti (NBIA & Discovery Center) NNPDF4LHC 13 / 40



NNPDF Methodology
PDF parametrization using Neural Networks

Ingredient 2: Neural Networks

A convenient functional form
providing redundant and flexible parametrization

used as a generator of random functions in the PDF space

⇠(l)
i = g

 
nl�1X

j

!(l�1)
ij ⇠(l�1)

j � ✓(l)
i

!

g(x) =
1

1 + e�x

made of neurons grouped into layers (define the architecture)

each neuron receives input from neurons in preceding layer (feed-forward NN)

activation determined by parameters (weights and thresholds)

activation determined according to a non-linear function (except the last layer)

Emanuele R. Nocera (UNIMI) NNPDFpol1.0 April 2013 8 / 38

Artificial Neural Networks provide us with a parametrization for PDFs at the 
initial scale which is extremely redundant and robust against variations 

Very efficient algorithms are available which allow us to train NN (efficient fit   
to large datasets in a very high dimensional parameter space)


... but in the end they are just another basis of functions



Parton Distributions for LHC Run II 
… mostly based on [arXiv:1410.8849]



Parton Distributions for LHC Run II 
Dataset

DATASET
NNPDF3.0 MMHT14 CT14(PREL)

SLAC P,D DIS ✔ ✔ ✗
BCDMS P,D DIS ✔ ✔ ✔
NMC P,D DIS ✔ ✔ ✔
E665 P,D DIS ✗ ✔ ✗
CDHSW NU-DIS ✗ ✗ ✔
CCFR NU-DIS ✗ ✔ ✔
CHORUS NU-DIS ✔ ✔ ✗
CCFR DIMUON ✗ ✔ ✔
NUTEV DIMUON ✔ ✔ ✔
HERA I NC,CC ✔ ✔ ✔
HERA I CHARM ✔ ✔ ✔
H1,ZEUS JETS ✗ ✔ ✗
H1 HERA II ✔ ✗ ✗
ZEUS HERA II ✔ ✗ ✗

E605 & E866 FT DY ✔ ✔ ✔
CDF & D0 W ASYM ✗ ✔ ✔
CDF & D0 Z RAP ✔ ✔ ✔
CDF RUN-II JETS ✔ ✔ ✔
D0 RUN-II JETS ✗ ✔ ✔
ATLAS HIGH-MASS DY ✔ ✔ ✔
CMS 2D DY ✔ ✔ ✗
ATLAS W,Z RAP ✔ ✔ ✔
ATLAS W PT ✔ ✔ ✗
CMS W ASY ✔ ✔ ✔
CMS W +C ✔ ✗ ✗
LHCB W,Z RAP ✔ ✔ ✔
ATLAS JETS ✔ ✔ ✔
CMS JETS ✔ ✔ ✔
TTBAR TOT XSEC ✔ ✔ ✗

TOTAL NLO 4276 2996 3248
TOTAL NNLO 4078 2663 3045

THE NNPDF3.0 DATASET
A BRIEF SUMMARY

NEW IN NNPDF3.0

• COMBINED HERA CHARM PRODUCTION (55
D.P)

• HERA II ZEUS+H1 STRUCTURE FUNCTIONS
(778 D.P.)

• ATLAS 2.76TEV JETS (59 D.P.)

• ATLAS HIGH-MASS DRELL-YAN (5 D.P.)

• ATLAS W pT (9 D.P.)

• CMS W MUON ASYMMETRY (11 D.P.)

• CMS DOUBLE-DIFFERENTIAL DRELL-YAN
(110 D.P.)

• CMS JETS (133 D.P.)

• CMS W + c (10 D.P.)

• LHCB Z RAPIDITY (9 D.P.)

• ATLAS & CMS TOP TOTAL XSECT (3+3 D.P.)

• TOTAL DATASET:
4276/4078 (NLO/NNLO)
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NNPDF3.0 NLO dataset

Modern PDF sets include a 

substantial number of data

from the LHC experiments.
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Using a wide range of measurements coming from different experiments is 
crucial to constrain different PDF combinations over the whole kinematic 
range

The reason for global fits

23

Experimental data in global PDF fits

Parton Distributions

 A global dataset covering a wide set of hard-scattering observables is 
required to constrain all possible PDF combinations in the whole 
range of Bjorken-x!

 For example, inclusive jets are sensitive to the large-x gluon, while 
HERA neutral current data pins down the small-x quarks!

 LHC data is introducing completely new observables to be used for 
PDF constraints!

x dependence of PDFs: !
determined from data

Q2 dependence of PDFs: !
determined by pQCD

Juan Rojo                                                                                                                      Experimental Seminar, SLAC, 07/04/2015



Parton Distributions for LHC Run II

Impact of LHC data (still) moderate but definitely noticeable

Impact of LHC data

Large-x gluon 
inclusive jet & top

Strangeness 
W+charm

Light flavours 
W asymmetry & 
(2D) Drell-Yan



Parton Distributions for LHC Run II

Core idea


Assume the underlying PDFs are known and generate pseudodata based 
on a given theory set up and the chosen PDF set.


Decide data uncertainties: zero, as in real data, study impact of inconsistent 
datasets, …


Fit PDFs to the generated pseudodata using the same theory setup. 

Check if the fitted PDFs reproduce the underlying truth:


• are true values gaussianly distributed around the fit?


• are uncertainties a faithful reproduction of input experimental ones?


• are the results stable upon variations of the fitting methodology?

Methodology - Closure tests

NNPDF3.0 is the first PDF determination based on Closure Tests



Parton Distributions for LHC Run II

Level 0 

• Fake data are generated without uncertainty


• Test for efficiency and adequacy of fitting methodology


•Determine interpolation and extrapolation uncertainty


Level 1 

• Fake data are generated with the same uncertainty of real data (correlations).


•No “data replicas”, fit to the same data over and over.


•Determine functional uncertainty, due to infinity of equivalent minima


Level 2 

•Replicas are fitted to fake data replicas


•Determine data uncertainty

Three levels of Closure tests



Parton Distributions for LHC Run II

Level 0 

• Fake data

• Test for 

•Determine 

Level 1 

• Fake data are generated with the same uncertainty of real data (correlations).


•No “data replicas”

•Determine 

Level 2 

•Replicas are fitted to 

•Determine 

Three levels of Closure tests

LEVEL-0, LEVEL-1 AND LEVEL-2
• LEVEL 0: FAKE DATA GENERATED WITH NO UNCERTAINTY

→ INTERPOLATION AND EXTRAPOLATION UNCERTAINTY

• LEVEL 1-2: FAKE DATA GENERATED WITH SAME UNCERTAINTY AS REAL
DATA (INCLUDING CORRELATIONS)

• LEVEL 1: NO PSEUDODATA REPLICAS:
⇒ REPLICAS FITTED TO SAME DATA OVER AND OVER AGAIN
→ FUNCTIONAL UNCERTAINTY DUE TO INFINITY OF EQUIVALENT MINIMA

• LEVEL 2: STANDARD NNPDF METHODOLOGY
⇒ REPLICAS FITTED TO PSEUDODATA REPLICAS
→ DATA UNCERTAINTY

• THREE SOURCES OF UNCERTAINTY COMPARABLE IN DATA REGION

THE GLUON: LEVEL 0, LEVEL 1 AND LEVEL 2
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The three sources of uncertainty are comparable in the data region
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Assume vanishing experimental uncertainty on generated data


Perfect description of data (𝜒2 = 0) must be possible with adequate fitting 
methodology

Closure test results - Level 0

LEVEL-0 CLOSURE TESTS
• ASSUME VANISHING

EXPERIMENTAL UNCERTAINTY

• MUST BE ABLE TO GET χ2 = 0

• UNCERTAINTY AT DATA POINTS TENDS TO ZERO
(NOT NECESSARILY ON PDF!)
DEFINE φ ≡

√

⟨χ2
rep⟩ − χ2,

EQUALS FIT UNCERTAINTY/DATA UNCERTAINTY; CHECK
φ → 0

• BEST FIT ON TOP OF “TRUTH” IN DATA REGION

THE GLUON
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Central Values 
compare fitted vs. true 𝜒2 both for 

individual experiments and the 
entire dataset

Closure test results - Level 2

LEVEL-2: CENTRAL VALUES AND UNCERTAINTIES
THE GLUON: FITTED/”TRUE”
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FOR TOTAL ∆χ2 = 0.001± 0.003

• UNCERTAINTIES: DISTRIBUTION OF DEVIA-
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Systematic comparison of exact NNLO 
computation for the gg-channel 
(Gehrmann et al, 2014) and threshold 
approximation (De Florian et al, 2014) 
to determine which data points to 
include in the NNLO fit.


Threshold resummation only accurate 
in the central rapidity and high pT 
region (Carrazza & Pires, 2014)

Theory improvements - Inclusive Jet data
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Figure 2: Percentage difference |δ| between the exact and approximate gg-channel NNLO C-factors as
a function of pT and |y| for the CMS, ATLAS 7 TeV and 2.76 TeV and CDF data that is included in
NNPDF3.0. Each entry in the contour plot correspond to one of the experimental bins of the correspond-
ing measurement. Differences larger than |δ| = 100% are shown in red.

the exact and threshold NNLO calculations in the gluon channel differ by less than 10%, the
C-factor Eq. (1) (summing over all parton channels) is typically of order 15%, so the expected
accuracy of the threshold approximation at NNLO is at the level of a few percent, smaller than
the experimental uncertainties.

In NNPDF3.0, we thus follow the strategy of Ref. [125] and compute approximate NNLO
C-factors, Eq. (1), using the threshold calculation, while restricting the fitted dataset to the
region where, thanks to the comparison with the exact gg calculation, we know the former to
be reliable. This leads to the set of cuts outlined below in Sect. 2.4.

2.3.3 Electroweak corrections

Electroweak corrections, though generally small, may become large at high scales Q2 ≫ M2
V .

While this will certainly be an issue for future LHC data at higher center of mass energy,
already for some high-mass data included in our analysis the high accuracy of the experimental
measurements may require theoretical predictions at the percent level of precision, and the size
of the EW corrections needs to be carefully assessed.

The NLO EW one-loop corrections are known [126–131] and have been implemented in
several public codes such as HORACE [126] and ZGRAD2 [130, 131]. In FEWZ3.1 [120, 121]
the NLO EW corrections are combined to the NNLO QCD corrections, using the complex
mass scheme. This code allows the user to separate a gauge–invariant QED subset of the
corrections from the full EW result. The QED subset includes initial–state QED radiation,
final–state QED radiation (FSR) and the initial–final interference terms. The former cannot
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Virtual pure EW corrections taken 
into account for all neutral Drell-Yan 
datasets (CMS double differential, 
ATLAS Z-peak and high-mass).


Use data corrected for Final State 
Radiation


QED corrections checked, highest  
invariant mass bins for ATLAS and 
CMS excluded from the fit because 
of large corrections due to photon-
initiated processes 

Electroweak corrections still missing 
for DIS, W production, inclusive jet 
and top pair production

Theory improvements - Electroweak corrections
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Precision LHC phenomenology, 
including EW effects, requires 
parton distributions with QED 
effects included in the evolution 
and a photon PDF 


NNPDF2.3 QED is the most 
recent PDF fit based on (N)NLO 
QCD + LO QED evolution and 
with a photon PDF determined 
from DIS and Drell-Yan (low- 
mass LHCb, W & Z peak and 
high-mass ATLAS) production 

LHC data are crucial for a reliable 
determination of the photon PDF 
 

Parton Distributions with QED corrections (NNPDF2.3 QED)

Dataset Observable Ref. Ndat [ηmin, ηmax]
[

Mmin
ll ,Mmax

ll

]

LHCb γ∗/Z Low Mass dσ(Z)/dMll [49] 9 [2,4.5] [5,120] GeV
ATLAS W,Z dσ(W±, Z)/dη [50] 30 [-2.5,2.5] [60,120] GeV

ATLAS γ∗/Z High Mass dσ(Z)/dMll [51] 13 [-2.5,2.5] [116,1500] GeV

Table 2: Kinematical coverage of the three LHC datasets used to determinethe photon PDF.

to guarantee that good accuracy is obtained by starting with a large number of photon
replicas. The initial prior set is thus obtained combining 500 photon PDF replicas with
a standard set of 100 NNPDF2.3 replicas. In practice, this is done by simply producing
five copies of the NNPDF2.3 100 replica set, and combining each of them at random with
one of the 500 photon PDF replicas obtained from the QED fit to DIS data discussed
in the previous section. The procedure is performed at NLO and NNLO, in each case
combining the photon PDF from the combined QED+QCD fit to DIS data with the other
PDFs from the corresponding standard NNPDF2.3 set. Furthermore, the procedure is
repeated for three different values of αs = 0.117, 0.118, 0.119. We find no dependence
of the photon PDF on the value of αs, though there are minor differences between the
photon determined using NLO or NNLO QCD theory in the DIS fit.
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Figure 11: Correlation between the photon PDF and the LHC data of Tab. 2, shown as
function of x for Q2 = 104 GeV2. Each curve corresponds to an individual data bin.

In each case, the set of Nrep = 500 replicas is then evolved to all scales using combined
QED+QCD evolution. Note that this in particular implies that no further violation of the
momentum sum rule is introduced on top of that which was present at the initial scale,
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Figure 27: Correlations between the W pair production cross section of Fig. 26 and the photon
PDF from the NNPDF2.3QED NLO set for Q = 104 GeV2. Each curve corresponds to one of 40
equally spaced bins in which the M cut

WW range of Fig. 26 has been subdivided.

cuts.
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Photon PDF strongly correlated 
with WW production at the LHC

R. D. Ball et al, [arXiv:1308.0598]
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Figure 17: Same as 16 for the NNPDF2.3QED NNLO PDF set.

are given by ⟨χ2⟩ = 25.6±164.4. After reweighting the value becomes ⟨χ2⟩ = 1.117±0.098,
thus showing that the χ2 of indvidual replicas has become on average almost as good as
that of the central reweighted prediction.

A first assessment of the impact of the photon-induced corrections and their effect
on the photon PDF can be obtained by comparing the data to the theoretical prediction
obtained using pure QCD theory and the default NNPDF2.3 set, QCD+QED with the
prior photon PDF, and QED+QCD with the final NNPDF2.3QED set. The comparison
is shown in Figs. 12-15 for the NLO sets (the NNLO results are very similar): in the left
plots we show the QED+QCD prediction obtained using the prior PDF set, and in the
right plots the prediction obtained using the final reweighted sets, compared in both cases
to the pure QCD prediction obtained using DYNNLO and the NNPDF2.3 set. At the W,Z
peak, the impact of QED corrections is quite small, though, in the case of neutral current
production, to which the photon-photon process contributes at Born level, when the prior
photon PDF is used one can see the widening of the uncertainty band due to the large
uncertainty of the photon PDF of Fig. 6. At low or high mass, as one moves away from
the peak, the large uncertainty on the prior photon PDF induces an increasingly large
uncertainty on the theoretical prediction, substantially larger than the data uncertainty.
This means that these data do constrain the photon PDF and indeed after reweighting
the uncertainty is substantially reduced.

The final NNPDF2.3QED photon PDF obtained in the NLO and NNLO fits is re-
spectively shown at Q2

0 = 2 GeV2 in Fig. 16 and Fig. 17. We display individual replicas,
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Parton Distributions for LHC Run II
Improved agreement among global PDF sets

J. Houston, PDF4LHC 2015

“progress in convergence between the parton distribution functions will also be needed in
order to reduce the theoretical uncertainties below the experimental measurement
uncertainties.”

(J.Ellis, arXiv:1504.03654, April 15, 2015)

PROGRESS!
HIGGS IN GLUON FUSION

J.HUSTON, PDF4LHC, APRIL 2015

• ALMOST PERFECT AGREEMENT BETWEEN GLOBAL PDF FITS

• COMES OUT OF THE BOX, THANKS TO METHODOLOGICAL IMPROVEMENTS

Almost perfect agreement 
among the newest releases 
of global PDF sets for ggH

“Progress in convergence between the parton distribution functions will also be needed in order 
to reduce the theoretical uncertainties below the experimental measurement uncertainties”

J. Ellis, [arXiv:1504.03654]

9

ggF @ NNLO (pb) CT14 NNPDF3.0 MMHT2014

8 TeV 18.66 18.77 18.65

13 TeV 42.68 42.97 42.70

J. Houston, PDF4LHC April 2014

News for LHC@13 TeV
Gluon luminosity and Higgs production



The road ahead…



LHC data (both from Run I and Run II) to provide substantial constraints on 
PDFs in the (near) future

The Future of PDF fits
More data 

 Inclusive jets and dijets 
         (medium/large x)
 Isolated photon and γ+jets 
         (medium/large x)
 Top pair production (large x)
 High pT Z(+jets) distribution 
          (small/medium x)
 
 High pT W(+jets) ratios 
         (medium/large x)
 W and Z production 
         (medium x)
 Low and high mass Drell-Yan 
         (small and large x)
 Wc (strangeness at medium x)

 Low and high mass Drell-Yan 
 WW production
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Data
Inclusion of LHC data

M.Ubiali, SM@LHC 2015



 Resummation included for the first time in PDF fit using public codes ReDY (Bonvini et 
al.), TROLL (successor of ResHiggs) and TOP++ (Czakon et al.),
 In a NLO+NLL fit, effects can be large. Up to -20% for quark and +40% for gluons.
 Work in progress also to include Parton Shower resummation using aMCfast (Bertone 
et al.) and small-x resummation in PDF fits

Theory
Threshold resummation

NNPDF coll., in progress
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NEW!

The Future of PDF fits
Theory refinements

!
!
!
!

40

PDF fits at NLO+PS accuracy!
 NLO+PS is current standard for LHC event simulation, and improves in many directions over fixed-order 

NLO results: improved pert. behaviour, direct relation with measured quantities, less need for kin cuts …!

 Using NLO+PS calculations in global PDF fits should have many important applications, like for the W 
mass among others, and is now technically possible thanks to aMCfast, the fast interface to 
MadGraph5_aMC@NLO based on the applgrid library!

!
!

aMCfast: Bertone, Frixione, Frederix, J.R., Sutton,!
arXiv:1406.7693 (for NLO), NLO+PS in preparation!

 One crucial aspect to 
explore is the role of the 
PDF used by the MC 
shower, since this is fixed 
even in the fast NLO+PS 
grid!

 Quite small effect in most 
observables, except extreme 
kinematics like forward 
rapidities!

 Future NNPDF releases 
could be performed at 
NLO+PS accuracy!

!
!aMCfast makes possible 

to include easily hadron-
level measurements 
directly into PDF fits

PDFs including large-x resummation

effects expected to improve 

predictions in regions important for 
high mass searches

PDFs including Parton Shower

effects to be used in combination 

with NLO Monte Carlo codes



The Future of PDF fits

Uncertainties on PDFs only reflect experimental uncertainties propagated 
from the data included in the fit


As data become more precise and constraining we should probably begin to 
worry about the uncertainties on the theoretical predictions we use in the fits, 
for example from missing higher orders


Scale variations is the conventional way to estimate theoretical uncertainties, 
but the resulting uncertainty intervals have no statistical interpretation 

Inclusion in PDF fits is at best ambiguous 

Recently developed Bayesian framework to estimate theoretical uncertainties 
might provide a way forward … work in progress!

Theoretical uncertainties

[E. Bagnaschi, M. Cacciari, L. Jenniches & AG, arXiv:1409.5036]



The Future of PDF fits

Uncertainties on PDFs 
from the data included in the fit


As data become more
worry about the 
for example from 

Scale variations
but the 

Inclusion in PDF fits

Recently developed 
might provide a way forward … 

Theoretical uncertainties

[E. Bagnaschi, M. Cacciari, L. Jenniches & AG, arXiv:1409.5036]
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Conclusions & Outlook

An accurate knowledge of Parton Distribution Functions with a reliable 
estimate of their uncertainties is a crucial ingredient to exploit the potential  
of the LHC experiments


Parton Distribution Function determinations evolved substantially in the last 
years, in every single aspect: data, theoretical input, fitting methodology …


… agreement among global PDF fits (still based on different ingredients) for 
crucial observables like Higgs production in gluon-gluon fusion are a sign of 
progress …


The future promises


More high precision data from the LHC providing constraints on PDFs


More refined theoretical predictions (EW effects, resummations, …)


… we might finally start thinking about theoretical uncertainties

Final thoughts


