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Jet substructure: an 
introduction 
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ubiquitous @LHC: 
more than 70% of 

ATLAS & CMS papers 
use jets in their 

analyses!

JETS 
Collimated, energetic 

sprays of particles
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Jet definitions
• jet algorithms: sets of (simple) rules to            
   cluster particles together 
• implementable in experimental analyses      
   and in theoretical calculations  
• must yield to finite cross sections 
• first example:

Sterman and Weinberg, 
Phys. Rev. Lett. 39, 1436 (1977): 5



Aside: IRC safetyQCD lecture 2 (p. 21)

Better observables

IR/Collinear safety
Infrared and Collinear Safety (definition)

For an observable’s distribution to be calculable in [fixed-order]
perturbation theory, the observable should be infra-red safe, i.e.
insensitive to the emission of soft or collinear gluons. In particular if p⃗i
is any momentum occurring in its definition, it must be invariant under
the branching

p⃗i → p⃗j + p⃗k

whenever p⃗j and p⃗k are parallel [collinear] or one of them is small
[infrared]. [QCD and Collider Physics (Ellis, Stirling & Webber)]

Examples

! Multiplicity of gluons is not IRC safe [modified by soft/collinear splitting]

! Energy of hardest particle is not IRC safe [modified by collinear splitting]

! Energy flow into a cone is IRC safe [soft emissions don’t change energy flow

collinear emissions don’t change its direction]

Sterman-Weinberg 
jet definition 

• in soft or collinear limit the 
Θ-functions disappear 

• R-V cancellation occurs 
leading to a finite cross-
section: IRC safety

QCD lecture 2 (p. 22)

Better observables

IR/Collinear safety
Sterman-Weinberg jets

The original (finite) jet definition

An event has 2 jets if at least a frac-
tion (1 − ϵ) of event energy is con-
tained in two cones of half-angle δ.

δ

σ2−jet = σqq̄
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! For small E or small θ this is just like total cross section — full
cancellation of divergences between real and virtual terms.

! For large E and large θ a finite piece of real emission cross section is cut
out.

! Overall final contribution dominated by scales ∼ Q — cross section is
perturbatively calculable.
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Aside: IRC safetyQCD lecture 2 (p. 21)

Better observables

IR/Collinear safety
Infrared and Collinear Safety (definition)

For an observable’s distribution to be calculable in [fixed-order]
perturbation theory, the observable should be infra-red safe, i.e.
insensitive to the emission of soft or collinear gluons. In particular if p⃗i
is any momentum occurring in its definition, it must be invariant under
the branching

p⃗i → p⃗j + p⃗k

whenever p⃗j and p⃗k are parallel [collinear] or one of them is small
[infrared]. [QCD and Collider Physics (Ellis, Stirling & Webber)]

Examples

! Multiplicity of gluons is not IRC safe [modified by soft/collinear splitting]

! Energy of hardest particle is not IRC safe [modified by collinear splitting]

! Energy flow into a cone is IRC safe [soft emissions don’t change energy flow

collinear emissions don’t change its direction]

Partonic cross-
sections

• in soft or collinear limit the 
Θ-functions disappear 

• R-V cancellation occurs 
leading to a finite cross-
section: IRC safety
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• IRC unsafe example:  
     partonic x-sections 
• an arbitrary collinear 

emission carries away 
momentum fraction 1-x 

• collinear divergencies 
absorbed by pdfs

2.1. QCD and the parton model

q

p

q

p

k

p′

Figure 2.3: Virtual and real contributions to the coefficient function C2 at next-to-
leading-order

the leading order contribution to the coefficient function is a delta function:

C(0)
2 = xδ(x1 − x) = δ(1 − z) , (2.13)

where z = x
x1

is often called partonic Bjorken variable.

The computation of the next-to-leading order (NLO) corrections is performed here

in d = 4 − 2ε dimension using dimensional regularisation. At O(αs) two classes of

contributions appear; the interference between the one-loop correction and the tree-

level amplitude has to be considered, together with the emission of one real gluon at

tree level as shown in figure 2.3. The virtual contribution is given by

[
C(1)

2 (x, Q2, ε)
]

virt
=

1

8π

∫
dΦ(1) [MlM∗

0 + M∗
l M0] , (2.14)

where M0 and Ml are the tree-level and one-loop amplitudes respectively. The result

is [4]

[
C(1)

2 (z, Q2, ε)
]

virt
= −(Q2)−ε (4π)ε CF

π

Γ(1 + ε)Γ2(1 − ε)

Γ(1 − 2ε)

1 − ε

1 − 2ε

1

ε2
(

1 +
ε

2
+

3

2
ε2
)
δ(1 − z), (2.15)

where CF = 4/3. The double pole in ε originates from the region of the loop integration

where the exchanged virtual gluon is simultaneously soft and collinear to a massless

quark line. This singularity is cancelled by an analogous contribution from the emission

of one real gluon:

γ∗(q) + q(p) → q(p′) + g(k). (2.16)
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for a complete review see G. Salam, 
Towards jetography (2009)

Sequential recombination

dij  (weighted) distance between i j 
diB external parameter or distance 

from the beam ...

• Start with a list of particles,  
   compute all distances dij and diB 

• Find the minimum of all dij and diB 



for a complete review see G. Salam, 
Towards jetography (2009)

i

j

• Start with a list of particles,  
   compute all distances dij and diB 

• Find the minimum of all dij and diB 

• If the minimum is a dij, recombine  
   i and j and iterate

Sequential recombination

dij  (weighted) distance between i j 
diB external parameter or distance 

from the beam ...



for a complete review see G. Salam, 
Towards jetography (2009)

i
dij  (weighted) distance between i j 
diB external parameter or distance 

from the beam ...

• Start with a list of particles,  
   compute all distances dij and diB 

• Find the minimum of all dij and diB 

• If the minimum is a dij, recombine  
   i and j and iterate

Sequential recombination



• Start with a list of particles,  
   compute all distances dij and diB 

• Find the minimum of all dij and diB 

• If the minimum is a dij, recombine  
   i and j and iterate

• Otherwise call i a final-state jet,  
   remove it from the list and iterate

i
dij  (weighted) distance between i j 
diB external parameter or distance 

from the beam ...

Actual choice for the measure dij determines the jet algorithm

Sequential recombination



• Different algorithms serve different purposes 
• Anti-kt clusters around hard particles giving round jets (default 
choice for ATLAS and CMS) 
• Anti-kt is less useful for substructure studies, while kt & C/A    
reflect the structure of QCD matrix elements  

Most common jet algorithms

dij = min
⇣
p2p

ti , p2p
tj

⌘ �R2
ij

R2

diB = p2p
ti

with �R2
ij = (yi � yj)2 + (�i � �j)2

p = 1 kt algortihm                
         (Catani et al., Ellis and Soper)
p = 0 Cambridge / Aachen  
 (Dokshitzer et al., Wobish and Wengler)
p = -1 anti-kt algorithm       
             (Cacciari, Salam, Soyez)

dij = min
⇣
p2p

ti , p2p
tj

⌘ �R2
ij

R2

diB = p2p
ti

with �R2
ij = (yi � yj)2 + (�i � �j)2
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April 2014Jet Substructure

Boosted massive particles → fat jets

Normal analyses: two quarks from
X → qq̄ reconstructed as two jets

jet 1

jet 2

X at rest
X

High-pt regime: EW object X
is boosted, decay is collimated,

qq̄ both in same jet

single
fat jet

z

(1−z)

boosted X

Happens for pt ! 2m/R

pt ! 320 GeV for m = mW , R = 0.5

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 19 / 29
12

Boosted hadronic decays
(X = W, Z, H, top, new particle)

Searching for new particles: 
resolved analyses

• the heavy particle X decays into two partons, reconstructed 
as two jets

arXiv:1407.1376

• look for bumps in the dijet  
   invariant mass distribution

http://arxiv.org/abs/1407.1376


• LHC energy (104 GeV) ≫ electro-weak scale (102 GeV) 

• EW-scale particles (new physics, Z/W/H/top) are abundantly  
   produced with a large boost  

April 2014Jet Substructure

Boosted massive particles → fat jets

Normal analyses: two quarks from
X → qq̄ reconstructed as two jets

jet 1

jet 2

X at rest
X

High-pt regime: EW object X
is boosted, decay is collimated,

qq̄ both in same jet

single
fat jet

z

(1−z)

boosted X

Happens for pt ! 2m/R

pt ! 320 GeV for m = mW , R = 0.5

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 19 / 29
12

Boosted hadronic decays
(X = W, Z, H, top, new particle)

• their decay-products are then collimated  
• if they decay into hadrons, we end up with localized  
   deposition of energy in the hadronic calorimeter: a jet

Searching for new particles: 
boosted analyses
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JETS 
Collimated, energetic 

sprays of particles

we want to look 
inside a jet
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we want to look 
inside a jet

JETS 
Collimated, energetic 

sprays of particles
exploit jets’ properties  

to distinguish
signal jets from bkg jets

h

pt > 2m/R

q

RR

�16



�17

Humans vs machines
• Jet physics (and particle physics!) undergoing a revolution 
• ideas / techniques from machine (deep) learning continuously 
poured into the field 
• I had to make a choice: will concentrate on humans for this talk

• Food for thoughts: 
• what are the machine-
learning ideas best suited for 
particle physics? (images, 
language…)  
• are we scared of black 
boxes? (should we?) 
• can we make black boxes 
more transparent? 



• First jet-observable that comes to mind 

• Signal jet should have a mass distribution peaked near the  
   resonance

April 2014Jet Substructure

Boosted massive particles → fat jets

Normal analyses: two quarks from
X → qq̄ reconstructed as two jets

jet 1

jet 2

X at rest
X

High-pt regime: EW object X
is boosted, decay is collimated,

qq̄ both in same jet

single
fat jet

z

(1−z)

boosted X

Happens for pt ! 2m/R

pt ! 320 GeV for m = mW , R = 0.5

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 19 / 29
12

Boosted hadronic decays
(X = W, Z, H, top, new particle)

• However, that’s a simple partonic picture 

�18

The jet invariant mass



A useful cartoon

jet hadronisation

pert. radiation
(parton branching) 

inspired by G. Salam
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jet

pert. radiation
(parton branching) underlying event 

(multiple parton 
interactions)

A useful cartoon
inspired by G. Salam
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hadronisation



jet

pert. radiation
(parton branching) underlying event 

(multiple parton 
interactions)

pile-up
(multiple proton 

interactions)

A useful cartoon
inspired by G. Salam
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Effect on jet masses

April 2014Jet Substructure

Boosted massive particles → fat jets

Normal analyses: two quarks from
X → qq̄ reconstructed as two jets

jet 1

jet 2

X at rest
X

High-pt regime: EW object X
is boosted, decay is collimated,

qq̄ both in same jet

single
fat jet

z

(1−z)

boosted X

Happens for pt ! 2m/R

pt ! 320 GeV for m = mW , R = 0.5

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 19 / 29
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Most obvious way of 
detecting a boosted decay 

is through the mass of the jet 

But jet mass is 
poor in practice:

e.g., narrow W resonance
highly smeared by QCD 

radiation
(mainly underlying event/

pileup)
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jet mass distribution from W bosons

pp 14 TeV, pt,gen > 3 TeV, C/A R=1

Pythia 6, DW tune
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• In reality perturbative and non-pert emissions broadens    
   and shift the signal peak 

• Underlying Event and pile-up  typically enhance the jet mass     
   (both signal and background) 
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ATLAS, 
JHEP 1309 
(2013) 076

http://prd.aps.org/abstract/PRD/v86/i1/e014022
http://prd.aps.org/abstract/PRD/v86/i1/e014022
http://prd.aps.org/abstract/PRD/v86/i1/e014022
http://prd.aps.org/abstract/PRD/v86/i1/e014022
http://prd.aps.org/abstract/PRD/v86/i1/e014022


Beyond the mass: substructure
• Let’s have a closer look: background peaks in the EW region 
• Need to go beyond the mass and exploit jet substructure  
• Grooming and Tagging: 

1. clean the jets up by removing soft junk 
2. identify the features of hard decays and cut on them                                                                               
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ATLAS, 
JHEP 1309 
(2013) 076

http://prd.aps.org/abstract/PRD/v86/i1/e014022
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Beyond the mass: substructure
• Let’s have a closer look: background peaks in the EW region 
• Need to go beyond the mass and exploit jet substructure  
• Grooming and Tagging: 

1. clean the jets up by removing soft junk 
2. identify the features of hard decays and cut on them                                                                               
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• Grooming provides a handle on UE and pile-up
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Soft Drop
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Jesse Thaler — New Physics Gets a Boost 42

Soft Drop Declustering

Groomed	
Clustering Tree

=

Groomed Jet

!
[Larkoski, Marzani, Soyez, JDT, 2014; see also Butterworth, Davison, Rubin, Salam, 2008; Dasgupta, Fregoso, Marzani, Salam/Powling, 2013]

zg

1–zg
θg

⇒

zg > zcut θgβ courtesy of J. Thaler

Larkoski, SM, Soyez and Thaler (2014)

Soft Drop

Jesse Thaler — New Physics Gets a Boost 41

Soft Drop Declustering

!
[Larkoski, Marzani, Soyez, JDT, 2014; see also Butterworth, Davison, Rubin, Salam, 2008; Dasgupta, Fregoso, Marzani, Salam/Powling, 2013]

Original Jet

=

Clustering Tree

check momentum 
sharing

zg =
min(pT1, pT2)

pT1 + pT2

more information: 
clustering history

discard soft branches

Butterworth, Davison, Rubin and Salam (2008); Dasgupta, Fregoso, SM and Salam  (2013);  
Tseng and Evans (2013)

zg < zcut✓
�
g
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Soft-gluon phase space

z

1� z

✓

pT

dPi ⇠
↵s

⇡
Cr

dzi

zi

d✓i

✓i

Trimmed

log
R

✓

log
1
z soft

sof
t-c

olli
nea

r

collinear

Emission probability is uniform in the 
(log z, log θ) plane: cross-sections 
proportional to areas

Soft gluons off a hard parton (a quark for definiteness)
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Soft Drop phase-space

Trimmed

log
R

✓

log
1
z

z > zcut

✓
✓

R

◆�

soft dropped • useful to  
   consider the soft- 
   gluon phase space 
• soft-drop  
   condition becomes

• soft drop always removes soft radiation entirely (hence the name) 
• for β>0 soft-collinear is partially removed

� > 0
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Trimmed

log
R

✓

log
1
z

� = 0

z > zcut

✓
✓

R

◆�
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• soft drop always removes soft radiation entirely (hence the name) 
• for β=0 soft-collinear is totally removed

Soft Drop phase-space

soft dropped • useful to  
   consider the soft- 
   gluon phase space 
• soft-drop  
   condition becomes
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2 R2)

Pythia 6 MC: quark jets

m [GeV], for pt = 3 TeV, R = 1

Trimming

Rsub = 0.2, zcut = 0.05
Rsub = 0.2, zcut = 0.1

Soft Drop vs Trimming

Trim

log
R

✓

log
1
z

z = zcut

� > 0

trimmed

✓ = Rsub

• trimming has an abrupt change of behaviour due to fixed Rsub 
• loss of efficiency at high pT 
• in soft-drop angular resolution controlled by the exponent β 
• phase-space appears smoother

Soft drop in grooming mode (β>0) works as a dynamical trimmer

�30

soft dropped



Groomed jet properties
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• smooth distributions 
• flatness in bkg can be achieved for β=0  
• now the standard choice for CMS

Jesse Thaler — New Physics Gets a Boost 43

Calculating Mass?
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⇒
mg

β < 0 β = 0 β > 0

Less Grooming

β → ∞β → –∞

More Grooming
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courtesy of J. Thaler
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1 ' m2/p2T
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Soft drop at NNLL
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Results: NNLL+αs2 Jet Substructure

NLL+αs NNLL+αs2

Significant decrease in residual scale uncertainty at NNLL+αs2!

Soft Drop:

Frye, AJL, Schwartz, Yan 2016

β = 0

β = 1
β = 0

β = 1

min[pTi, pTj ]

pTi + pTj
> zcut

✓
Rij

R

◆�

NNLL+NLO

• soft-drop mass: something we can calculate 
• reduced sensitivity to non-pert effects 
• going to NNLL reduces scale variation but small changes in the shape 
• for β=0 LL is zero, so state-of-the art NNLL is actually NLL

Frye, Larkoski, Schwartz, Yan (2016)
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The groomed jet 
mass
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take a jet and measure its pt

Towards theory / data comparison
• the time is mature for theory / data comparison 
• reduced sensitivity to non-pert physics (hadronisation and UE) 

should make the comparison more meaningful 
• pick the observable we know the most about: 

soft-drop it

measure its mass
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Precision physics with pile-up insensitive observables

Christopher Frye,⇤ Andrew J. Larkoski,† Matthew D. Schwartz,‡ and Kai Yan§

Center for the Fundamental Laws of Nature, Harvard University, Cambridge, MA 02138, USA

(Dated: March 23, 2016)

To deepen the search for beyond the Standard Model physics, the Large Hadron Collider is pushing
to higher and higher luminosity. At high luminosity, precision physics becomes increasingly di�cult
due to contamination from additional proton collisions per bunch crossing called pile-up. In recent
years, many methods have been developed to cull this excess mostly low-energy radiation away from
important signal regions, but it has been unclear if these methods were amenable to systematically-
improvable theoretical understanding. In this paper, it is shown that one such method, soft drop
jet grooming, has excellent theoretical properties: it is ultra-local, depending on only radiation
within a jet, and it is free of non-global logarithms. Calculations of the soft drop jet mass and
related observables are presented at next-to-next-to-leading logarithmic accuracy matched to next-
to-next-to-leading fixed-order in perturbative Quantum Chromodynamics. Once measured at the
Large Hadron Collider, precision comparisons between theory and data can be made, essentially
independent of the amount of pile-up contamination.

As the Large Hadron Collider (LHC) at CERN pushes
to higher luminosity, precision comparisons between data
and theory become more challenging. Observables which
might be computable if only two protons were colliding
become smeared, sometimes beyond recognition, by ra-
diation from the dozens of protons colliding in the same
bunch crossing, known as “pile-up” (see Fig. 1). A re-
lated smearing comes from the interaction of multiple
partons within the same proton collision, called “under-
lying event”.

One approach to handle this extra radiation is to model
it, tune the model with data, and incorporate it into
theory predictions. Another approach is to calculate it
from first principles. In particular, the underlying event,
which entails violation of the simplest form of factoriza-
tion, is growing as an active area of research in Quan-
tum Chromodynamics (QCD) [1–4]. A third approach
is to remove it altogether. Techniques such as jet trim-
ming [5], pruning [6], jet area subtraction [7], jet cleans-
ing [8], PUPPI [9], etc., have already proved essential
for many new physics searches. Indeed, pile-up removal
is necessary for new physics bump-hunts, either data-
driven or Monte-Carlo based. Such searches typically do
not require extreme precision since backgrounds can be
modeled by smooth distributions fit in side-band regions.

There are many situations, however, in which we want
to be able to compare data directly to theory, such as
in the precision measurement of a coupling or mass.
Then, we need to know exactly how the pile-up re-
moval algorithms treat all forms of radiation produced
in the final state. From the point of view of perturba-
tive QCD, these algorithms are extremely complicated:
many involve iterative methods, non-local sampling, and
infrared-unsafe information such as the energy in charged
particles, and are therefore not well-suited to precision
theory. So the natural question is: is there an algorithm
which is both useful and amenable to precision theoreti-
cal study? Reasonable criteria for an a�rmative answer
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FIG. 1. Comparison of the distribution of the jet mass to
the jet mass after soft drop grooming the jet as simulated in
Herwig++. Solid curves are the jet mass with no pile-up,
and dashed curves are the jet mass with the addition of 25
pile-up vertices, as simulated by the addition of 25 minimum
bias events in Herwig++.

are the explicit calculation of an observable beyond the
level of Monte-Carlo event generators and a demonstra-
tion that the calculation can be systematically improved.
In this paper, we show that the soft drop grooming al-
gorithm [10] and modified mass drop groomer (mMDT)
[11] has these desired properties. We calculate some
soft drop groomed observables to next-to-next-to-leading
order (NNLO) with next-to-next-to-leading logarithmic
(NNLL) resummation and provide an all-orders factor-
ization theorem within the framework of soft-collinear
e↵ective theory [12–15].
From an experimental point of view, the key to soft

drop is the observation that the contamination radia-
tion is almost entirely of low energy (soft), relative to
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Theory predictions
SM,  Schunk, Soyez (2017)
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• what’s the impact of finite zc 
contributions (formally LL)? 

• what’s the impact of logs of zc 
(formally NkLL)? 

• conclusions will change if we move 
away from zc=0.1 

• large range of masses where 
NP corrections are small and 
we can trust resummation 
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and the DATA!
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• CMS & ATLAS measurements  
• NNLL is a small correction 
• importance of FO for the tail 
• ATLAS did β survey
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Why unfolded measurements ?
What is the value of SM measurements and their comparison to 
theory, especially for “discovery” tools? 

• understanding systematics (e.g. kinks and bumps) 
• where non-pert. corrections are small, test perturbative showers   

in MCs 
• at low mass, hadronisation is large but UE is small: TUNE!
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(not so) crazy idea

Jesse Thaler — Report of the Les Houches Jet Physics Subgroup(s) 35

Sensitivity to αs variations	
≈ jet mass with α = 2, pure quark/gluon samples
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Impact of αs is apparent throughout the distribution,	
different trends from NP effects• αs dependence is apparent 
• many challenges experimental 

resolution, theory uncertainty,  
non-pert effects, q/g fractions, 
normalisation, PDFs, etc.

Les Houches 2017 
study

H7-very preliminary

• Can we measure the strong     
 coupling using jet substructure?  

• target at LHC: 10-20%?
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Figure 9.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

whereby the dominating contributions to the overall error are experimental (+0.0017
−0.0018), from

parton density functions (+0.0013
−0.0011) and the value of the top quark pole mass (±0.0013).
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• this can pave the way for a more competitive 
measurement in e+e- 

• use of grooming may help breaking degeneracy 
with non-perturbative effects and resolve long-
standing puzzle 
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FIG. 17: The smaller elongated ellipses show the experimental
39% CL error (1-sigma for αs) and best fit points for different
global data sets at N3LL′ order in the R-gap scheme and
including bottom quark mass and QED effects. The default
theory parameters given in Tab. III are employed. The larger
ellipses show the combined theoretical plus experimental error
for our default data set with 39% CL (solid, 1-sigma for one
dimension) and 68% CL (dashed).

experimental error ellipses, hence to larger uncertainties.
It is an interesting but expected outcome of the fits

that the pure experimental error for αs (the uncertainty
of αs for fixed central Ω1) depends fairly weakly on the
τ range and the size of the global data sets shown in
Fig. 17. If we had a perfect theory description then we
would expect that the centers and the sizes of the error
ellipses would be statistically compatible. Here this is
not the case, and one should interpret the spread of the
ellipses shown in Fig. 17 as being related to the theo-
retical uncertainty contained in our N3LL′ order predic-
tions. In Fig. 17 we have also displayed the combined
(experimental and theoretical) 39% CL standard error
ellipse from our default global data set which was al-
ready shown in Fig. 11a (and is 1-sigma, 68% CL, for
either one dimensional projection). We also show the
68% CL error ellipse by a dashed red line, which corre-
sponds to 1-sigma knowledge for both parameters. As
we have shown above, the error in both the dashed and
solid larger ellipses is dominated by the theory scan un-
certainties, see Eqs. (68). The spread of the error ellipses
from the different global data sets is compatible with the
1-sigma interpretation of our theoretical error estimate,
and hence is already represented in our final results.

Analysis without Power Corrections

Using the simple assumption that the thrust distribution
in the tail region is proportional to αs and that the main

αs(mZ)±(pert. error) χ2/(dof)

N3LL′ with ΩRgap
1 0.1135 ± 0.0009 0.91

N3LL′ with Ω̄MS
1 0.1146 ± 0.0021 1.00

N3LL′ without Smod
τ 0.1241 ± 0.0034 1.26

O(α3
s) fixed-order

without Smod
τ

0.1295 ± 0.0046 1.12

TABLE VII: Comparison of global fit results for our full anal-
ysis to a fit where the renormalon is not canceled with Ω̄1, a
fit without Smod

τ (meaning without power corrections with
Smod
τ (k) = δ(k)), and a fit at fixed order without power cor-

rections and log resummation. All results include bottom
mass and QED corrections.

effect of power corrections is a shift of the distribution
in τ , we have estimated in Sec. I that a 300MeV power
correction will lead to an extraction of αs from Q = mZ

data that is δαs/αs ≃ (−9 ± 3)% lower than an anal-
ysis without power corrections. In our theory code we
can easily eliminate all nonperturbative effects by set-
ting Smod

τ (k) = δ(k) and ∆̄ = δ = 0. At N3LL′ or-
der and using our scan method to determine the per-
turbative uncertainty a global fit to our default data set
yields αs(mZ) = 0.1241 ± (0.0034)pert which is indeed
9% larger than our main result in Eq. (68) which ac-
counts for nonperturbative effects. It is also interesting
to do the same fit with a purely fixed-order code, which
we can do by setting µS = µJ = µH to eliminate the
summation of logarithms. The corresponding fit yields
αs(mZ) = 0.1295±(0.0046)pert, where the displayed error
has again been determined from the theory scan which in
this case accounts for variations of µH and the numerical
uncertainties associated with ϵ2 and ϵ3. (A comparison
with Ref. [22] is given below in Sec. IX.)
These results have been collected in Tab. VII together

with the αs results of our analyses with power corrections
in the R-gap and the MS schemes. For completeness we
have also displayed the respective χ2/dof values which
were determined by the average of the maximal and the
minimum values obtained in the scan.

VIII. FAR-TAIL AND PEAK PREDICTIONS

The factorization formula (4) can be simultaneously used
in the peak, tail, and far-tail regions. To conclude the
discussion of the numerical results of our global analysis
in the tail region, we use the results obtained from this
tail fit to make predictions in the peak and the far-tail
regions.
In Fig. 18 we compare predictions from our full N3LL′

code in the R-gap scheme (solid red line) to the accurate
ALEPH data at Q = mZ in the far-tail region. As input
for αs(mZ) and Ω1 we use our main result of Eq. (68)
and all other theory parameters are set to their default
values (see Tab. III). We find excellent agreement within
the theoretical uncertainties (pink band). Key features
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FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (68). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

αs(mZ) is ±0.0009 compared to ±0.0021 with Ω̄1 in the
MS scheme. Also at NNLL′ and N3LL we see that the
removal of the O(ΛQCD) renormalon leads to a reduction
of the theoretical uncertainties by about a factor of two
in comparison to the results with Ω̄1 in the MS scheme
without renormalon subtraction. The proper treatment
of the renormalon subtraction is thus a substantial part
of a high-precision analysis for Ω1 as well as for αs.

It is instructive to analyze the minimal χ2 values for
the best fit points shown in Fig. 11. In Fig. 12 the dis-
tributions of the best fits in the αs-χ2

min/dof plane are
shown using the color scheme of Fig. 11. Figure 12a dis-
plays the results in R-gap scheme, and Fig. 12b the ones
in the MS scheme. For both schemes we find that the
χ2
min values and the size of the covered area in the αs-

χ2
min/dof plane systematically decrease with increasing

order. While the analysis in the MS scheme for Ω̄1 leads
to χ2

min/dof values around unity and thus an adequate
description of the entire global data set at N3LL′ order,
we see that accounting for the renormalon subtraction in
the R-gap scheme leads to a substantially improved the-
oretical description having χ2

min/dof values below unity
already at NNLL′ and N3LL orders, with the N3LL′ or-
der result slightly lower at χ2

min/dof ≃ 0.91. This demon-
strates the excellent description of the experimental data
contained in our global data set. It also validates the
smaller theoretical uncertainties we obtain for αs and Ω1

at N3LL′ order in the R-gap scheme.

As an illustration of the accuracy of the fit, in Fig. 13
we show the theory thrust distributions at Q = mZ for
the full N3LL′ order with the R-gap scheme for Ω1, for
the default theory parameters and the corresponding best
fit values shown in bold in Tabs. IV and V. The pink

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

band displays the theoretical uncertainty from the scan
method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit
values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which

Abbate et al. 
(2010)
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Figure 9.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

whereby the dominating contributions to the overall error are experimental (+0.0017
−0.0018), from

parton density functions (+0.0013
−0.0011) and the value of the top quark pole mass (±0.0013).

February 10, 2016 16:30



�40

Soft-drop thrust

• noticeable reduction of non-pert. corrections 
• can we compute it at the same accuracy as standard event shapes? 
• non-trivial effects when 𝝉~zcut: related observables such as jet     

masses may perform better
Baron, SM, Theeuwes (2018)



The prongs’ momentum 
balance zg

Jesse Thaler — New Physics Gets a Boost 42

Soft Drop Declustering

Groomed	
Clustering Tree

=

Groomed Jet

!
[Larkoski, Marzani, Soyez, JDT, 2014; see also Butterworth, Davison, Rubin, Salam, 2008; Dasgupta, Fregoso, Marzani, Salam/Powling, 2013]

zg

1–zg
θg

⇒

zg > zcut θgβ

zg =
min(pT1, pT2)

pT1 + pT2
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Momentum sharing zg

Jesse Thaler — New Physics Gets a Boost 44

Calculating zg?

undefined

??

??

infinity

??

infinity2

⇒

p(zg) =
⇣ ⌘

+ ↵s

⇣ ⌘
+ ↵2

s

⇣ ⌘
+ . . .

zg

1

�

d�

dzg

zg

1�zg
✓g

d�i

dzg
= F (zg) +

↵sCi

⇡

Z R

0

d✓

✓


Pi(zg)⇥(zg � zc) + F (zg)

Z 1

0
dzPi(z) (⇥(zc � z)� 1)

�

courtesy of J. Thaler

zg not IRC safe because Born is ill-defined

we can avoid the  singularity requiring opening angle

??   ??   
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Sudakov safety

2

observable is insu�cient to regulate all singularities in
u, we can measure a vector of IRC safe observables s =
{s1, . . . , sn}, such that

p(u) =

Z
dns p(s) p(u|s) . (4)

All previous examples of Sudakov safety fall in the cat-
egory of (3) above where only a single IRC safe measure-
ment was required. In [3], the energy loss distribution
from soft drop grooming was defined precisely as in (3),
where u was the factional energy loss �E and s was the
groomed jet radius rg (see below). In [2], ratio observ-
ables r = a/b were originally defined in terms of a double-
di↵erential cross section [8] as

p(r) =

Z
da db p(a, b) �

⇣
r �

a

b

⌘
, (5)

where a and b are IRC safe but r is not, because there are
singularities at b = 0 at every finite perturbative order,
leading to a divide-by-zero issue for r. Integrating over
a, we can write this as

p(r) ⌘

Z
db p(b) p(r|b) , (6)

and r is Sudakov safe because p(b) has an all-orders Su-
dakov form factor that renders p(r) finite.

It should be stressed that the definition of Sudakov
safety in (4) is not vacuous and it does not save all IRC
unsafe observables. As a counterexample, consider par-
ticle multiplicity. Because perturbation theory allows an
arbitrary number of soft or collinear emissions, the per-
turbative multiplicity is in principle infinite. Therefore,
to regulate all singularities to all orders would require
measuring an infinite number of IRC safe observables, in-
dicating the loss of perturbative control. Also, it should
be stressed that just because an observable is Sudakov
safe, that does not mean that non-perturbative aspects
of QCD are irrelevant. Indeed, both [2, 3] include an esti-
mate of non-perturbative e↵ects, which are analogous to
non-perturbative power corrections and underlying event
corrections familiar from the IRC safe case.

Crucially, one needs some kind of all-orders informa-
tion to obtain finite distributions for p(u). If a fixed-
order expansion of p(s) and p(u|s) were su�cient, then
p(u) would have a series expansion in ↵s, contradicting
the assumption that u is IRC unsafe. While we use log-
arithmic resummation to capture all-orders information
about p(s), one could imagine using alternative methods.
Our definition of Sudakov safety in (4) is clearly a neces-
sary condition for p(u) being finite, but we leave a proof
of whether or not it is su�cient to future work.

Unlike IRC safe distributions which have a unique ↵s

expansion, the formal perturbative accuracy of a Sudakov
safe distribution is ambiguous. First, there are di↵er-
ent choices for s that can regulate the singularities in

u. This is analogous to the choice of evolution variables
in a parton shower, as each choice gives a finite (albeit
di↵erent) answer at a given perturbative accuracy. Sec-
ond, the probability distributions p(s) and p(u|s) can be
calculated to di↵erent formal accuracies. Below we use
leading logarithmic resummation for p(s), but only work
to lowest order in ↵s for p(u|s). Thus, when discussing
the accuracy of p(u), one must specify the choice of s and
the accuracy of p(s) and p(u|s) separately.
We now study an instructive example that demon-

strates the complementarity of Sudakov safety and IRC
safety. This example is based on soft drop declustering
[3], which we briefly review. Consider a jet clustered with
the Cambridge-Aachen (C/A) algorithm [9, 10] with jet
radius R0. One can decluster through the branching his-
tory, grooming away the softer branch until one finds a
branch that satisfies the condition

min (pT1, pT2)

pT1 + pT2
> zcut

✓
R12

R0

◆�

, (7)

where 1 and 2 denote the branches at that step in
the clustering, pTi are the corresponding transverse mo-
menta, and R12 is their rapidity-azimuth separation. The
kinematics of this branch defines the groomed jet radius
rg and the groomed momentum sharing zg,

rg =
R12

R0
, zg =

min (pT1, pT2)

pT1 + pT2
. (8)

Because the C/A branching history is angular ordered,
it was shown in [3] that rg is IRC safe.
Our observable of interest is zg, and the angular ex-

ponent � determines whether or not zg is IRC safe. For
� < 0, zg is IRC safe, because zg > zcut for any branch
that passes (7); if this condition is never satisfied, the jet
is simply removed from the analysis. For � > 0, zg is IRC
unsafe, since measuring zg does not regulate collinear sin-
gularities. The boundary case � = 0 corresponds to the
(modified) mass drop tagger [5–7] which also has collinear
divergences, but we will show that it actually satisfies a
generalized version of IRC safety.
In our calculations, we work to lowest non-trivial order

to illustrate the physics, though we provide supplemen-
tal materials for the interested reader that include higher-
order e↵ects. (I removed a sentence here about sin-
gle emission, since that discussion is best left to
the supplemental. –jdt) We take the parameter zcut
to be small, but large enough that ln zcut terms need not
be resummed, with zcut ' 0.1 as a benchmark.
We now use the strategy in (3) to calculate the mo-

mentum sharing zg for all values of �, using the groomed
radius rg to regulate collinear singularities:

p(zg) =
1

�

d�

dzg
=

Z
drg p(rg) p(zg|rg) . (9)

finite conditional 
probability for rg>0

all-order distribution: 
emissions at zero angle are 
exponentially suppressed
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�
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���
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• as β varies, we move from an IRC 
safe situation (β<0) to IRC unsafe 
(but Sudakov safe!) regime (β>0) 

• remarkable result at β=0

if this procedure gives a finite result, zg is said Sudakov safe
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• exposes the QCD splitting function
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Heavy-ion applications

HIN-16-006

• also a probe for medium induced modification in heavy ion collisions

3

the anti-kT algorithm with R = 0.4 [28]. They are then
groomed using the soft-drop jet grooming procedure [25].
The parameters chosen in the CMS measurements are
β = 0 and zcut = 0.1. Another cut on ∆R12 > 0.1 is
imposed due to the detector resolution where ∆R12 is the
distance between the two branches in the pseudorapidity-
azimuthal angle plane. The requirement also effectively
selects jets with the branching angle greater than 0.1.
The groomed momentum sharing zg and its normalized
distribution

p(zg) =
1

Njet

dN

dzg
, (11)

are measured. The jets are selected with the following
cuts on the jet transverse momentum (pT ) and pseudora-
pidity (η): pT > 140 GeV and |η| < 1.3. The in-medium
momentum sharing modification is quantified by taking
the ratio of the zg distributions in proton-proton and
lead-lead collisions,

R
p(zg)
AA = p(zg)

PbPb
/

p(zg)
pp . (12)

The modification patterns are examined across a wide
range of pT bins with different collisional centralities.
FIG. 2 shows the result for the ratio of the momentum

sharing distributions of inclusive jets in 0-10% central
Pb+Pb and p+p collisions at

√
sNN = 5.02 TeV. We

consider two pT bins 140 GeV < pT < 160 GeV (up-
per panel) and 250 GeV < pT < 300 GeV (lower panel)
to study the modification pattern as a function of the
jet transverse momentum. The preliminary CMS data
shows a strong modification of the momentum sharing
distribution for jets with lower pT in central collisions,
and the modification decreases quite quickly when the
jet pT becomes higher. The red bands correspond to the
theoretical calculations with the variation of g = 2.0±0.2.
We find that the modification does decrease as the jet pT
increases. However, the pT dependence in our theory
calculation is not as strong as suggested in the prelimi-
nary CMS measurements, with the amount of modifica-
tion around zg = 0.5 underestimated in our calculation
for lower pT jets. For jets with higher pT , our calculation
is consistent with the preliminary CMS data within the
experimental uncertainties.
FIG. 3 shows the modification of the momentum shar-

ing distribution for inclusive jets in mid-peripheral lead-
lead collisions with centrality 30-50% at

√
sNN = 5.02

TeV. Here we only examine jets in the 140 GeV < pT <
160 GeV bin since the modification is larger for lower pT
jets. Both the CMS preliminary data and our calculation
show moderate modifications of the zg distributions, and
we are consistent with each other. The medium modi-
fication of the zg distribution decreases with collisional
centrality.
Predictions for the momentum sharing distribution ra-

tios for inclusive jets in proton-proton and central lead-
lead collisions at

√
sNN = 5.02 TeV are shown in FIG. 4.
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FIG. 2: Comparison of theoretical calculations and prelimi-
nary CMS data for the ratio of momentum sharing distribu-
tions of inclusive anti-kT R = 0.4 jets in central Pb+Pb and
p+p collisions at

√
sNN = 5.02 TeV. Jets are soft-dropped

with β = 0, zcut = 0.1 and ∆R12 > 0.1. Bands correspond
to the theoretical uncertainty estimated by varying the cou-
pling between the jet and the medium (g = 2.0± 0.2). Upper
panel: modification for jets with 140 GeV < pT < 160 GeV
and |η| < 1.3. Lower panel: modification for jets with
250 GeV < pT < 300 GeV and |η| < 1.3.
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FIG. 3: Comparison of theoretical calculations and prelimi-
nary CMS data for the momentum sharing modification of
inclusive jets in proton-proton and lead-lead collisions at√
sNN = 5.02 TeV. Shown are the same studies as in FIG.

2 for anti-kT R = 0.4 jets with 140 GeV < pT < 160 GeV
and |η| < 1.3 in mid-peripheral collisions. The same soft-drop
parameters are used to groom the jets.
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Figure 2. Comparison of Jewel+Pythia predictions (colored lines) with CMS data (black
markers) for the ratio of the subjet groomed momentum fraction distributions in central PbPb
to pp events. The low and high pT ranges are shown on the left and right respectively. The
bottom panels presents the ratio of the monte carlo predictions with data.
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at different splitting angles and the p(rg) distribution.
For jets with small radii [31–34], the zg distribution can

be described by the collinear parton splitting functions.
At leading order, for a parton i with collinear momentum
p = (ω, 0, 0) [54] splitting into partons j, l with momenta
k = (xω, k2

⊥
/xω, k⊥) and p − k, the splitting functions

in vacuum Pvac
i→jl(x, k⊥) are well-known and their non-

singular parts are reproduced below,

Pvac
q→qg =

αs(µ)

π
CF

1 + (1− x)2

x

1

k⊥
, (3)

Pvac
g→gg =

αs(µ)

π
CA

[1− x

x
+

x

1− x
+ x(1 − x)

] 1

k⊥
, (4)

Pvac
g→qq̄ =

αs(µ)

π
TFnf

[

x2 + (1− x)2
] 1

k⊥
, (5)

Pvac
q→gq = Pvac

q→qg(x → 1− x) . (6)

The zg distribution is calculated by integrating the split-
ting functions over the partonic phase space constrained
by R, ∆ and zcut and shown in FIG. 1,

pi(zg) =

∫ kR

k∆
dk⊥P i(zg, k⊥)

∫ 1/2
zcut

dx
∫ kR

k∆
dk⊥P i(x, k⊥)

. (7)

Here, k∆ = ωx(1− x) tan ∆
2 , kR = ωx(1 − x) tan R

2 and

Pi(x, k⊥) =
∑

j,l

[

Pi→j,l(x, k⊥) + Pi→j,l(1− x, k⊥)
]

.

Note that for anti-kT jets the angle θ between the two
final state partons satisfies ∆ < θ < R. The effect of
running coupling can be taken into account by setting
µ = k⊥ in the splitting function. The final zg distribution
is then weighted by the jet production cross sections,

p(zg) =
1

σtotal

∑

i=q,g

∫

PS
dηdpT

dσi

dηdpT
pi(zg) , (8)

with the phase space cuts (PS) on the jet pT and η im-
posed in experiments.
The zg distributions for quark-initiated and gluon-

initiated jets are very similar throughout the whole zg
region. The color factors CF = 4/3 and CA = 3 for
quarks and gluons cancel and the distributions follow ap-
proximately 1/zg, the leading behavior of the splitting
functions in Eqs. (3) and (4) for x < 1/2. The insen-
sitivity of zg to the partonic origin of jets implies that
its modification in heavy ion collision is not significantly
affected by the change of the quark/gluon jet fraction as
one observes in the jet shape and the jet fragmentation
function.
In the presence of the medium,

Pi→jl(x, k⊥) = Pvac
i→jl(x, k⊥) + Pmed

i→jl(x, k⊥) , (9)

which is the sum of the vacuum and medium-induced

splitting functions. The later were calculated using soft-
collinear effective theory [35–39] with Glauber gluon in-
teractions (SCETG) [40–43] in a QGPmodel consisting of
thermal quasi-particles undergoing longitudinal Bjorken-
expansions [44]. SCETG is an effective field theory of
QCD suitable for describing jets in the medium. It goes
beyond the traditional parton energy loss picture in the
soft gluon limit, and it provides a systematic framework
for resumming jet substructure observables and consis-
tently including medium modifications. The medium-
induced splitting functions used in this paper have been
previously applied to describe and predict several hadron
and jet observables in heavy ion collisions [22, 24, 45, 46].
It can be seen analytically and confirmed numerically

that in the region of interest x < 1/2, the leading behav-
ior of the in-medium splitting functions follows approxi-
mately 1/x2 [42]. A testable hypothesis is that the mo-
mentum sharing distribution will show enhancement at
the smallest values of zg and suppression near zg = 1/2.
With the full collinear parton splitting functions in the

medium, Eqs. (7) and (8) are completely general and can
be used to calculate the momentum sharing distribution
in heavy ion collisions. The jet cross section was calcu-
lated by incorporating the jet energy loss due to out-of-
cone radiation, and the small cold nuclear matter effects
as in [22, 47]. However, since zg is insensitive to the fla-
vor of jet-initiating partons, the effect from the change
of quark/gluon jet fractions due to the different amounts
of cross section suppression is minor.
For the cross section calculations, we use the CTEQ5M

parton distribution functions [48] and the leading-order
O(α2

s) QCD partonic cross section results. We estimate
the theoretical uncertainty by varying the coupling be-
tween the jet and the QCD medium g = 2.0 ± 0.2 as
in [22]. We use the two-loop running of the strong cou-
pling constant with αs(mZ) = 0.1172.
The great utility of the momentum sharing distribution

in heavy ion collisions lies on the fact that, one can select
the jet transverse momentum and the angle between the
two leading subjets to ensure large splitting virtuality
and, consequently, a branching which happens shortly
after the hard scattering inside the QGP. Indeed, the
branching time

τbr[fm] =
0.197 GeV fm

zg(1− zg)ω[GeV] tan2(rg/2)
(10)

suggests that for typical jets with ω = 2pT = 400 GeV,
rg = 0.1 and zg = 0.1, the branching time τbr < 2 fm.
This is much smaller than the size of the QGP created
in Pb+Pb collisions at the LHC and allows us to test
whether the medium modification of parton branchings
happens early in the shower evolution.
We compare our calculations to the preliminary data

taken by the CMS collaboration at the LHC Run II at√
sNN = 5.02 TeV [18]. In both proton-proton and lead-

lead (Pb+Pb) collisions, the jets are reconstructed using
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pT = 250 GeV
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Figure 2: (Color online) The ratio of normalised zg-distributions in Pb-Pb and pp collisions
for pT = 140 GeV (full lines) and pT = 250 GeV (dashed lines). The shaded area between
the pairs of curves accounts for the variation of q̂.

where the Sudakov form factor and the two splitting functions can be found in Eqs. (4),
(10) and (12), respectively.

A few remarks are in order. The first and second terms correspond to the the prob-
ability for the two subjets to be formed by a vacuum or a medium-induced splitting,
respectively. Now, in order for the measured hard splitting to be vacuum-like, one has to
ensure that no rare medium-induced splitting had occurred earlier. This is accounted for
by the suppression factor in the square-brackets in the first term that corresponds to the
probability of no medium-induced radiation. As a result, the medium-modified splitting
function p(zg), given by Eq. (13), is properly normalised as a probability.

Again, one of the underlying assumptions leading to the factorised form in Eq. (13)
is the angular separation between the vacuum and the medium-induced splittings. The
fact that the angular integration for the vacuum part is not sensitive to the upper limit
R, while the medium-induced contribution is not sensitive to the lower limit, justifies our
approximation. Corrections to Eq. (13) are sub-leading in the leading-log approximation.

The sensitivity to the minimal angle R0 can easily be included in Eq. (13) by replacing
R0 in the lower limits of the angular integrals. We have plotted the ratio of the normalised
medium-modified splitting function (13) to the vacuum one (2) in Fig. 2 (normalisation
to the number of jets). We have considered a static medium of length L = 5 fm, which is
close to the average path-length of jets traversing the medium at LHC, and characterised
by a constant transport parameter in the range q̂ = 1 � 2 GeV2/fm, that gauges the
uncertainty on the medium parameter, and used ↵s = 0.3. Finally, we set R = 0.3 and
replace R0 = 0.1 as in the experimental data. Note that one-pronged jets are discarded
in the experimental procedure, hence the distribution in Fig. 2 is self-normalised.

The two-prong probability (13) is a result of the interplay between vacuum radiation
that is una↵ected by energy loss and BDMPS-Z gluons that are emitted within the cone.
Roughly speaking, their z-dependence is given by z�1 and z�3/2, respectively. Since both
terms are approximately proportional to the same quenching factor, which scales out of
the expression, it is mainly the characteristic energy !c that controls the enhancement.
The jet energy dependence of the relative contribution is contained in the BDMPS-Z
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Fig. 2. Corrected zg distributions for trigger (filled symbols) and recoil (open symbols) jets in p+p HT compared to PYTHIA8 (dashed
lines), independently binned in ppart

T bins. Shaded bands indicate systematic uncertainty estimate due to the jet energy scale.

3. Triggered Di-jets in Au+Au

For the first zg measurement in 0-20% central Au+Au collisions, we focus on a di-jet selection very
similar to previous AJ measurements [6]. The initial definition of the di-jet pair considers only tracks
and towers with pCut

T > 2 GeV/c in the jet reconstruction. Due to the symmetry of a di-jet imbalance
measurement, it was previously unnecessary to keep track of the High Tower. As noted above, in this
analysis, we consider the two sides of the di-jet pair separately and thus di↵erentiate between trigger and
recoil jets. Di-jets were accepted for trigger jets with pTrig

T > 20 GeV/c and recoil jets with pRecoil
T >

10 GeV/c; a requirement for the trigger jet to be the leading jet was not enforced. Kinematic cuts are
made on pTrig,Recoil

T , i.e. only considering the “hard core” above 2 GeV/c. This constituent pT bias was
relaxed in the zg calculation by using geometrically matched (axes within �R =

p
��2 + �⌘2 < R) di-jet

pairs reconstructed with pCut
T > 0.2 GeV/c. Area-based background subtraction on the matched jets was

carried out during the SoftDrop algorithm following the standard FastJet procedure [5], where the event-by-
event background energy density ⇢ is determined with the kT algorithm with the same R as the median of
pjet,rec

T /Ajet of all but the two leading jets, and the jet area Ajet is found using active ghost particles.
Analogous to the AJ analysis, a reference data set is constructed by embedding p+p HT events into

minimum bias Au+Au events in the same centrality class (p+p HT � Au+Au MB). Thus, jets are compared
with similar initial parton energies in Au+Au and p+p, and the remaining e↵ect of background fluctuations
are accounted for. The jet energies are not corrected back to the original parton energies. During embedding,
the di↵erences between Au+Au and p+p in tracking e�ciency in the TPC (90% ± 7%), relative tower
e�ciency (98%± 2%, negligible), and the relative tower energy scale (100%± 2%) are applied. Systematic
uncertainty on zg was assessed in this process by varying the relative e�ciency and tower scale within their
uncertainties and is shown in the p+p HT � Au+Au MB embedding reference as shaded boxes.

The results show within uncertainties no modification in the Jet Splitting Function as measured via
SoftDrop for the selected hard core di-jet sample, see ratios in Fig. 3.

CMS Pb-Pb STAR Au-Au

theory
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Summary & Outlook
• importance of substructure studies 
• soft drop: theoretical status and physics opportunities 

• Open questions 
1. higher-order corrections (i.e. beyond NLO) and grooming? 
2. in the boosted regime electro-weak corrections are 

significant 
3. in the opposite direction: non-perturbative physics and  

hadronisation in particular. Is “standard” ? and what does 
standard even mean? 

Particular relevant when we deal with Sudakov-safe 
observables: let me give a final example 
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pT vs pTmMDT

• transverse momentum before / after grooming 
• for β=0 (β≤0) the groomed pT spectrum is not IRC safe (but it’s 

Sudakov safe)
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• large hadronisation because of IRC unsafety  
• UE (and pile-up?) resilient because of grooming

SM,  Schunk, Soyez (2017)
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Jet substructure at LHC
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Thank you !
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